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DIRECTING COMMUNICATIONS USING 
GAZE INTERACTION 

FIELD 

This specification generally describes electronic commu 
nications. 

BACKGROUND 

Electronic communication sessions enable two or more 
remote users to exchange data transmissions from different 
locations. For example, video conferences enable remote 
users to exchange visual information, while audio confer 
ences enable remote users to exchange audible information. 
Some electronic communication sessions may include inter 
active features that improve the exchange of information 
between remote users. 

SUMMARY 

Individuals often use directing actions, such as providing 
a shoulder tap or establishing eye contact, during in-person 
group communication sessions in order to provide cues to 
other individuals that information is being directed to them. 
Some electronic communication sessions, such as Video 
chats, often include remote users that all receive similar 
audio or video transmissions. In these sessions, communi 
cating with only specific remote users without interrupting 
the flow of information to the group is often difficult. In 
addition, because remote users are not provided with cues 
that indicate whether another user may be focusing their 
attention towards them, it is often difficult to subtly address 
individual users within a group conversation. 

In some implementations, gaze-based controls may be 
used to enhance communications by allowing a user to direct 
the transmission of information to individual users without 
interrupting a group conversation. For example, audio or 
Video communications can be provided to only a Subset of 
the participants in a communication session, while other 
participants either do not receive the communications or 
receive the communication in a different manner. For 
instance, spatial positions can be assigned to remote users 
and indicated on an interface that is viewable to a user 
during a communication session. In addition, the gaze of the 
user may be detected by measuring the head and eye 
movement of the user during the communication session. 
The gaze of the user may then be evaluated in order to 
determine whether the user is looking at a portion of the 
interface corresponding to a particular remote user. In 
response, different audio signals from the user are transmit 
ted to each of the remote users based on the gaze of the user. 
In this manner, a user can easily direct a private voice or 
Video message to a specific user or Subset of users simply by 
looking in a particular direction, enabling more natural 
communication between individual users within a group 
communication session. 

In situations in which the systems discussed here collect 
personal information about users, or may make use of 
personal information, the users may be provided with an 
opportunity to control whether programs or features collect 
user information (e.g., information about a user's Social 
network, social actions or activities, profession, a user's 
preferences, or a user's current location), or to control 
whether and/or how to receive content from the content 
server that may be more relevant to the user. In addition, 
certain data may be treated in one or more ways before it is 
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2 
stored or used, so that personally identifiable information is 
removed. For example, a user's identity may be treated So 
that no personally identifiable information can be deter 
mined for the user, or a user's geographic location may be 
generalized where location information is obtained (such as 
to a city, ZIP code, or state level), so that a particular location 
of a user cannot be determined. Thus, the user may have 
control over how information is collected about the user and 
used by a content server. 

Further to the descriptions above, a user may be provided 
with controls allowing the user to make an election as to 
both if and when systems, programs or features described 
herein may enable collection of user information (e.g., 
information about a user's Social network, Social actions or 
activities, profession, a user's preferences, or a user's cur 
rent location), and if the user is sent content or communi 
cations from a server. In addition, certain data may be treated 
in one or more ways before it is stored or used, so that 
personally identifiable information is removed. For 
example, a user's identity may be treated so that no person 
ally identifiable information can be determined for the user, 
or a user's geographic location may be generalized where 
location information is obtained (such as to a city, ZIP code, 
or state level), so that a particular location of a user cannot 
be determined. Thus, the user may have control over what 
information is collected about the user, how that information 
is used, and what information is provided to the user. 

In one aspect, a computer-implemented method can 
include: establishing a communication session between a 
device of a first user and devices of at least two remote users, 
the communication session including at least audio commu 
nication between the first user and the at least two remote 
users; determining, for each of the at least two remote users, 
a spatial position assigned to the remote user relative to a 
display viewable by the first user; detecting, by the device of 
the first user, audio from the first user, determining a gaZe 
direction of the first user; evaluating the gaze direction of the 
first user with respect to the spatial positions assigned to the 
at least two remote users; and based on evaluating the gaZe 
direction with respect to the spatial positions assigned to the 
remote users, transmitting different audio to the devices of 
the at least two remote users during the communication 
session. 

Other versions include corresponding systems, and com 
puter programs, configured to perform the actions of the 
methods encoded on computer storage devices. 
One or more implementations can include the following 

optional features. For example, in Some implementations, 
transmitting different audio to each of the at least two remote 
users includes selectively transmitting the detected audio 
from the first user to the devices of the at least two remote 
users based on the evaluation. 

In some implementations, transmitting different audio to 
the devices of the at least two remote users includes trans 
mitting the audio from the first user such that the devices of 
the at least two users receive the audio from the first user at 
different volume levels. 

In some implementations, transmitting different audio to 
each of the at least two remote users includes: transmitting 
the detected audio from the first user to the device of one of 
the at least two remote users based on the evaluation; and not 
transmitting the detected audio to devices of the other users 
of the at least two remote users based on the evaluation. 

In some implementations, determining a gaze direction of 
the first user includes determining an eye position and a head 
position of the first user relative to the display. 



US 9,451,210 B1 
3 

In some implementations, the computer-implemented 
method further includes displaying, on the display viewable 
by the first user, a user interface element for each of the at 
least two remote users, the locations of the user interface 
elements for the at least two remote users corresponding to 
the spatial positions assigned to the at least two remote 
USCS. 

In some implementations, evaluating the gaze direction of 
the first user with respect to the spatial positions assigned to 
the at least two remote users includes determining that the 
gaze of the first user is directed toward a portion of the 
display that includes the user interface element for a par 
ticular remote user of the at least two remote users. 

In some implementations, the computer-implemented 
method further includes determining, for a particular remote 
user of the at least two remote users, a Scaling factor based 
on a distance between the gaze direction and the user 
interface element for the particular remote user; and where 
transmitting different audio to the devices of the at least two 
remote users comprises transmitting, to the device of the 
particular remote user, detected audio from the first user 
having a volume scaled according to the Scaling factor. 

In some implementations, the computer-implemented 
method further includes determining that the gaze of the first 
user is directed away from a particular user element for a 
particular remote user of the at least two remote users; and 
based on determining that the gaze of the first user is 
directed away from the user element for a particular remote 
user of the at least two remote users, restricting transmission 
of audio from the first user such that audio detected from the 
first user while the first user is looking away from the 
particular user element is not transmitted to the particular 
remote user. 

In some implementations, the user interface element for a 
particular remote user of the at least two remote users is a 
Video stream of the particular remote user. 

In Some implementations, the communication session 
between the first user and the at least two remote users is a 
Video conference. 

In some implementations, the spatial position assigned to 
the remote user is adjustable by the first user. 

The details of one or more implementations are set forth 
in the accompanying drawings and the description below. 
Other potential features and advantages will become appar 
ent from the description, the drawings, and the claims. 

Other implementations of these aspects include corre 
sponding Systems, apparatus and computer programs, con 
figured to perform the actions of the methods, encoded on 
computer storage devices. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1A is a diagram that illustrates an example of 
transmitting different communications to remote users based 
on a detected gaze direction. 

FIGS. 1 B-1C are diagrams that illustrate examples of user 
interfaces displayed to remote users of a communication 
session. 

FIG. 2 is a block diagram that illustrates an example of a 
system for establishing communication between remote 
USCS. 

FIG. 3 is a diagram that illustrates examples of spatial 
orientations of remote users during a communication ses 
Sion. 

FIGS. 4A-4C are diagrams that illustrate example tech 
niques for detecting a gaze direction of a user during a 
communication session. 
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4 
FIGS. 5A-5C are diagrams that illustrate example user 

interface features that can be used during a communication 
session. 

FIG. 6 is a flow diagram that illustrates an example of a 
process for transmitting different communications to remote 
users based on a detected gaze direction. 

FIG. 7 is a block diagram of computing devices on which 
the processes described herein, or portions thereof, can be 
implemented. 

In the drawings, like reference numbers represent corre 
sponding parts throughout. 

DETAILED DESCRIPTION 

FIG. 1A is a diagram that illustrates an example of 
transmitting different communications to remote users based 
on a detected gaze direction of a user. In the example, a 
device 104 has established a communication session 
between a user 102a and two remote users, users 102b and 
102c. During the communication session, the device 104 can 
display an interface 110, which presents interface elements 
112, 114, and 116 assigned to the users 102a, 102b, and 
102c, respectively. The locations of the interface elements 
114 and 116 are then compared to the gaze direction of the 
user 102a to determine if the user 102a is presently looking 
at the interface element 112 for user 102b or the user 
interface element 114 for user 102C. 
The communication session can be a video conference 

where the user 102a and the remote users exchange video 
feeds. In Such instances, the user interface elements 112, 
114, and 116 represent video streams of the users 102a, 
102b, and 102c that are exchanged using video communi 
cation Software (e.g., an online group chat). For example, the 
interface 110 can be a user interface presented to the user 
102a while using a video conference application that oper 
ates on the device 104. In other implementations, the com 
munication session can be an audio communication session 
such as a telephone conference where the user 102a and the 
remote users exchange audio transmissions. In Such imple 
mentations, the user interface elements 112, 114, and 116 
can be avatars or icons representing each user that are 
displayed on the interface 110. 

After a communication session between the users 102a. 
102b, and 102c has been established, the device 104 can 
detect the gaze direction and the audio from the user 102a. 
In some instances, the gaze direction of the user 102a can be 
detected prior detecting audio from the user 102a, and can 
be used to determine which participants the user 102a 
intends to speak to, before the user begins speaking. For 
example, as depicted in FIG. 1A, the device 104 can initially 
determine that the gaze of the user 102a is directed to the 
interface element 112, and in response, transmit speech that 
the user 102a Subsequently speaks to the device associated 
with the user 102b. Additionally, since the user 102a is 
determined to not gaze at the interface element 114, the 
speech of the user 102a may not be transmitted to the user 
102C. 

In some implementations, the interface 110 may show an 
indicator when a gaze of at least a minimum duration is 
detected for a particular user interface element. For example, 
after the user 102a has gazed in the direction of the user 
interface element 112 for at least three seconds, an indicator, 
Such as a an icon, text, a border, shading, or a color change, 
may be added to demonstrate that the system recognizes that 
the attention of the user 102a is directed to the user 102b and 
not to the group as a whole. This indicator may show the 
user 102a that Subsequent communications, e.g., while the 
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indicator is showing, will be directed only to the indicated 
user 102b or will be directed in different manners to the 
different users 102b, 102c. 

In other instances, the gaze direction of the user 102a can 
be detected simultaneously with the audio detection from the 
user 102a. For example, in these instances, the device 104 
can determine an instantaneous gaze of the user 102a at the 
time the user 102a provides the speech 130. In response, the 
device 104 can transmit audio data of the speech 130 to the 
device of the user 102b based on determining that, at the 
instance when the user 102a begins the speech 130, the gaze 
of the user 102a is directed to the interface element 112. 
The gaze direction of the user 102a is detected by a gaze 

interaction module associated with the device 104. For 
example, in Some implementations, the gaze direction of the 
user 102a can be detected based on measuring head move 
ment and eye movement of the user 102a, e.g., with a 
camera of the device 104. The gaze direction of the user 
102a indicates an area on the interface 110 that represents a 
visual focus of the user 102a. More particular descriptions 
of techniques used to detect the gaze direction are included 
with FIGS 4A-4B. 

The gaze direction of the user 102a is evaluated based on 
comparing the area of the gaze on the display of the device 
104 and the portion of the interface elements 112 and 114 
that fall within the area of the gaze. For instance, the area of 
the gaze on the display of the device 104 indicates a spatially 
addressable visual region of the user 102a on the interface 
110. For example, if the area of the gaze overlaps the entire 
region of the interface 110 where interface element 112 is 
displayed, then the device 104 can determine that the audio 
data of the speech 130 is specifically directed to the user 
102b. Alternatively, if the area of the gaze does not overlap 
a region of the interface 110 where another interface element 
(e.g., interface element 114) is located, the device 104 can 
determine that the audio data speech 130 is not directed to 
the user 102C. 

The comparison between the gaze direction of the user 
102a and the spatial locations of the user elements 112 and 
114 on the interface 110 can be used to differentially transmit 
communications of the user 102a to devices of the users 
102b and 102c. In some implementations, audio can be 
transmitted in different magnitudes to the devices of users 
102b and 102c. For example, if the gaze direction indicates 
that the gaze of the user 102a is more focused on the 
interface element 112 compared to the interface element 114, 
then a greater magnitude (e.g., volume) of audio signal of 
the speech 130 can be transmitted to the device of the user 
102b compared to the audio signal transmitted to the device 
of the user 102C. 

In some implementations, Scaling factors can be used to 
magnify or attenuate a baseline audio of the user 102a. For 
instance, the scaling factors can be calculated based on the 
amount of overlap between the interface elements and the 
gaze of the user 102a. In addition, the scaling factors can 
then be used to weight the volume of the audio that is 
transmitted to each device of the users 102b and 102C. 

Alternatively, in other implementations, the audio of the 
user 102a can be selectively transmitted to the devices of the 
users 102b and the user 102c such that only one of the user 
devices receives the audio and the other does not. For 
instance, in these implementations, the gaze direction of the 
user 102a can be used to determine which of interface 
elements 112 and 114 have a greater portion that falls within 
the area of the gaze of the user 102a. For example, if a 
greater portion of the interface element 114 is within the area 
of the gaze of the user 102a compared to the portion of the 
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6 
interface 114, then the audio of the user 120a is transmitted 
to the device of the user 102b, but not to the device of the 
user 102C. 

Other types of communications can also be selectively or 
differentially transmitted based on the user's gaze and/or 
head position. For example, when the user 102a gazes at the 
interface element 112, video of the user 102a may be 
provided to only user 102b and a still image may be 
provided to user 102c. As another example, a higher quality 
Video feed, e.g., having a higher frame rate, may be provided 
to a user indicated by gaze direction, while a lower quality 
or lower frame rate feed is provided to other users. As 
another example, private transmission of text messages, file 
transfers, or other communications may be initiated to a 
specific individual or a specific Subset of participants in a 
group according to the gaZe and/or head position of a user 
making the transmission. 

In some implementations, the spatial positions of the 
interface elements 112, 114, and 116 on the interface 110 can 
be pre-configured at the start of communication session 
between the users 102a, 102b, and 102c. For instance, a 
baseline spatial configuration may initially designate where 
the interface elements 112, 114, and 116 will be placed when 
the user 102a enters the communication session. In some 
instances, the baseline spatial configuration can be adjust 
able by the user 102a prior to initiating the communication 
session. 

Alternatively, in other implementations, the spatial posi 
tions of the interface elements 112, 114, and 116 can be 
adjustable throughout the communication session between 
the user 102a, the user 102b, and the user 102c. In such 
implementations, the interface elements 112, 114, and 116 
can be selectable by the user 102a, and moved throughout 
the interface 110 with a user input by the user 102a (e.g., a 
click and drag motion). In some instances, the size of the 
interface elements 112, 114, and 116 on the interface 110 can 
also be adjustable by the user 102a. More particular descrip 
tions related to the spatial positions of user interface ele 
ments associated with remote users are included with respect 
to FIG 3. 

FIGS. 1 B-1C are diagrams that illustrate examples of user 
interfaces 140 and 150 displayed to remote users 102b and 
102c, respectively, during a communication session. For 
instance, the interfaces 140 and 150 are displayed on a 
device 160 of the user 102b and a device 170 of the user 
102c, respectively, during the communication session 
depicted in FIG. 1A. 

In some implementations, the device 104 or another 
computing device, such as a server, determines to direct 
communications based on a combination of signals. For 
example, the statement “hey Bob” from user 102a may be 
recognized by a speech recognition service, and the name 
“Bob” may be compared to names of participants in the 
communication session. A match with the name of user 102b 
may be determined to indicate that the user 102a intends to 
communicate with user 102b and not other users. The device 
104 or another computing device may use gaze interaction 
information, head and body position information, speech, 
and other user input together to determine whether the user 
102a intends to limit communication to a subset of the 
group, and if so, which users the user 102a intends to 
communicate with. 

Referring to FIG. 1B, the interface 140 displays an 
interface element 142 assigned to the user 102a, an interface 
element 144 assigned to the user 102c, and the interface 
element 146 assigned to the user 102b. Referring to FIG. 1C, 
the interface 150 displays an interface element 152 assigned 
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to the user 102b, an interface element 154 assigned to the 
user 102a, and the interface element 156 assigned to the user 
102C. 
A notification 148 may be presented on the interface 140 

during the communication session. For instance, the notifi 
cation 148 indicates that the gaze direction of the user 102a 
is presently directed to the interface element 112 during the 
communication session. In some instances, the notification 
148 is presented in response to a determination by the device 
104 that the gaze direction of the user 102a has been directed 
to the interface element 112 for a threshold time period (e.g., 
five seconds). In other instances, the notification 148 is 
presented in response to a determination by the device 104 
that a threshold portion of the interface element 112 falls 
within the gaze area of the user 102a on the user interface 
110, indicating a high likelihood that the user 102a is 
presently looking at the interface element 112 during the 
communication session. The presence of the notification 148 
may indicate that the user 102a is likely to initiate a 
communication directed primarily to or only to the user 
102b that is viewing the interface 140. The notification 148 
may also be provided only after the user 102a is determined 
to be gazing in the direction of the interface element 112 for 
at least a threshold period of time, e.g., one second, three 
seconds, etc. 

In some implementations, the notification 148 can be a 
sound notification provided to the user 102b. In other 
implementations, the notification 148 can additionally 
include a request to accept an audio transmission of the 
speech 130 from the user 102a. For instance, the notification 
148 can include an option to either accept or reject the audio 
transmitted from the device 104 during the communication 
session. 

In some implementations, in addition to providing the 
notification 148 to the user 102b, the interface 140 can 
additionally present an option to initiate a private conver 
sation between the user 102a and the user 102b. For 
example, the private conversation can be a text chat box to 
exchange text messages between the user 102a and the user 
102b. In such implementations, the private conversation can 
be utilized to enable the user 102a and the user 102b to 
exchange user-specific information without disturbing the 
group conversation within the communication session. As 
discussed herein, in Some implementations, a private con 
versation may be established between two or more users 
based on eye gaZe and/or head position alone, without being 
specified by other user inputs. 

FIG. 2 is a block diagram that illustrates an example of a 
system 200 for establishing a communication session 
between remote users. The system 200 includes a server 210 
that stores a configuration 212 for the communication ses 
sion, the device 104 of the user 102a, the device 160 of the 
user 102b, and the device 170 of the user 102C. The server 
210, the device 104, the device 160, and the device 170 are 
connected over a network 202. 
The server 210 can be a server that establishes a connec 

tion between the devices 104, 160, and 170 over the network 
202 and transmits incoming and outgoing data transmissions 
from each of the individual devices. For example, the server 
210 can receive audio or video streams from each of the 
devices 104, 160, and 170 and broadcast the received audio 
or video streams over the network 202 during a communi 
cation session between the users 102a, 102b, and 102c. 
The server 210 can additionally store a configuration 212 

that stores initial settings for the communication session for 
each of the devices 104, 160, and 170. For instance, the 
configuration 212 can specify spatial positions of the inter 
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8 
face elements to be displayed on the interfaces 110, 140, and 
150 during a communication session, user-configured set 
tings or preferences for the communication session, and/or 
other types of computer-implemented instructions to per 
form operations associated with the communication session. 
In some instances, the configuration 212 can additionally 
specify gaze interaction settings for the device 104, which is 
used to determine the gaze direction of the user 102a during 
the communication session. 
The devices 104, 160, and 170 can be different types of 

electronic computing devices that are capable of establishing 
a communication session over the network 202 and display 
ing a user interface that presents information related to the 
communication session. For instance, as depicted in FIG. 2, 
the devices 104, 160, and 170 can be different types of 
devices that use a shared communication platform to estab 
lish the communication session (e.g., a conference applica 
tion operating on the devices). 
The device 104 additionally includes a gaze interaction 

module 104a configured to measure eye positions and head 
movements of the user 102a during the communication 
session. In some instances, the gaze interaction module 104a 
is a software module that is installed on the operating system 
running on the device 104 and configured to capture video 
of the user 102a using the camera of the device 104. For 
example, the gaze interaction module 104a can exchange 
communications with a front-facing camera of the device 
104 to access video of the user 102a during the communi 
cation session and utilize feature recognition techniques to 
identify and determine the position of the user's eyes within 
the video in real-time. In some instances, the gaze interac 
tion module 104a can also measure the head position of the 
user 102a to accurately determine the area of the user's 
interest. The head position may be useful to determine agaZe 
direction of the user 102a during instances where the head 
direction and the eye direction of the user 102a are not in the 
same direction (e.g., when the user is directing his sight 
towards a peripheral view). In some instances, a user's eye 
position may move, but the head position may remain facing 
a specific direction, helping to determine or confirm the 
user's primary gaze direction even though the user may be 
looking in several different areas over a period of time. 

In some implementations, the gaze interaction module 
104a is included within a separate hardware component with 
dedicated cameras to detect the gaze of the user 102a. For 
instance, the gaze interaction module 104a can be operated 
on a specialized camera that is specially designed to deter 
mine eyes and head movements of a user 102a using specific 
optical detection techniques. In such instances, the hardware 
component may be connected to the device 104 using a 
connection module in order to exchange gaze interaction 
data of the user 102a. In other instances, the gaze interaction 
module 104a can use data from a set of specialized head 
phones that are capable of determining the orientation of the 
head of the user 102a by detecting rotation. In such 
instances, the head orientation data may be used to detect the 
gaze of the user 102a. In some implementations, a gaZe 
direction may be determined when, for example, both eye 
position and head position are oriented in a particular 
direction for at least a minimum period of time. 
Any of various different techniques may be used to detect 

where a user's interest is directed. As discussed above, 
image data, Such as video, from a camera of the user's 
device 104 or from another camera can be processed to 
detect eye position, head position, and/or body position of 
the user. Measurement systems may use available light or 
may include a light Source, such as a visible, infrared, or 
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near-infrared source, to obtain images of a user. As another 
example, a user's direction of interest may be detected using 
an inertial measurement unit (IMU) incorporated into a set 
of headphones, glasses, a hat, or another wearable device in 
communication with the user's device 104. The IMU may 
measure and report head movement or other movement of 
the user 102a to the user's device 104, which has a gaze 
interaction module 104a to interpret the received data. In 
Some implementations, the gaze interaction module 104a 
can be operated on a device with IMU sensors that are 
capable of determine head position as part of determining 
the gaze of the user 102a. Accordingly, a user may use a 
specialized headset that provides directed audio communi 
cation based on the determined gaze of the user 102a. A 
wearable device. Such as a head set, may optionally include 
a camera or other sensor for detecting eye position, in 
addition to an IMU. As another example, directional micro 
phones may be used to determine a direction that the user 
102a is facing. The relative intensity, delay, or other char 
acteristics of speech detected by multiple different micro 
phones, e.g., a microphone array, may be analyzed to 
determine a position of the user's head and thus where the 
user's attention is likely directed. Similarly, variations in the 
signal from a single microphone may be assessed to detect 
the position of a user, e.g., to determine when the user has 
turned toward or away from the microphone. 

In some implementations, one or more of the devices 160 
and 170 can also include gaze interaction modules. For 
instance, the system 200 can be capable of establishing a 
communication session between the users 102a, 102b, and 
102c such that the server 210 receives audio transmissions 
and gaze interaction data from multiple devices. In such 
implementations, audio received from the individual devices 
of system 200 can be individually processed based on 
receiving gaze interaction information received from mul 
tiple devices. 

The system 200 can be used in various applications where 
a communication session is established between remote 
users. For instance, in one example, the system 200 can be 
used to create a remote collaboration environment where 
individual co-workers who are positioned in a specific 
configuration relative to one another during reoccurring 
communication sessions (e.g., weekly meetings). In this 
example, the system 200 can be used to establish a virtual 
shared workplace where co-workers engage in long-term 
communication sessions that include activities between a 
Subset of co-workers (e.g., designated individual activities) 
and group activities between all co-workers (e.g., team 
meetings). 

In another example, the system 200 can be used for 
communication sessions between multiple users that speak 
different languages and an interpreter that provides live 
translations to particular users that are unable to language of 
an incoming audio transmission. In this example, the inter 
preter may receive audio signal from a first user that is 
placed on the left side of the translator's user interface. The 
interpreter may then provide a simultaneous interpretation of 
the first user's speech to a second user that is placed on the 
right side of the interpreter's user interface. The interpreter 
may direct his/her gaze to the right side to provide the 
translation only to the second user without interrupting the 
ongoing speech of the first user. 

FIG. 3 is a diagram that illustrates examples of spatial 
orientations of interface elements that are displayed to the 
users 102a, 102b, and 102c during a communication session. 
As depicted, the configuration 212 specifies a spatial orien 
tation pattern between the users 102a, 102b, and 102c. The 
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10 
spatial orientation pattern is then individually represented 
from the perspective of each user using a set of spatial 
orientations 110a, 150a, and 160a. 
The spatial orientations 110a, 150a, and 160a represent 

the arrangement of interface elements on the interfaces 110. 
150, and 160, respectively. For instance, each spatial orien 
tation designates the positions of interface elements corre 
sponding to each user during a communication session. As 
shown in the example in FIG. 3, the configuration 212 
includes a triangular arrangement between the users 102a, 
102b, and 102c, which is then used to generate spatial 
orientations for individual user interfaces displayed to each 
USC. 

In some implementations, the spatial orientation patterns 
specified by the configuration 212 can be adjusted based on 
the relationship between users during a communication 
session. For example, if a particular user is a presenter or a 
communication host, the spatial orientation pattern specified 
by the configuration 212 can be oriented such that the 
particular user is central to the spatial orientation pattern. In 
another example, if the communication session includes 
multiple users groups with multiple users, the spatial orien 
tation pattern can additionally include Sub-patterns for each 
individual group in addition to an overall pattern that 
represents the relationship between each group. 

In some implementations, the spatial orientation patterns 
specified by the configuration 212 can be adjusted prior to 
each communication session. For instance, as described in 
FIG. 2, in instances where the spatial positions of the 
interface elements viewable to a user is adjustable, prior to 
establishing a connection between the users, the server 210 
can update the configuration 212 Such that the spatial 
orientation pattern communication reflects the present set 
tings of the users. For example, if the user 102a switches the 
positions of the interface elements 114 and 116 during a 
prior communication session, the server can update the 
spatial orientation pattern specified within the spatial orien 
tation pattern and present an interface reflecting the spatial 
positions of the interface elements 114 and 116 to the user 
102a. 

Output at the device 104 can be provided based on the 
defined spatial arrangement. For example, spatial audio can 
be provided, with audio from user 102b being provided from 
the left speaker, and audio from user 102c being provided 
from the right speaker to enhance the sense that the user 
102a has of the orientation. 

In instances where the spatial orientation patterns are 
adjustable, the configuration 212 can specify different spa 
tial orientation patterns for each user. For instance, in the 
example provided in the previous paragraph, an adjustment 
to the spatial positions of the interface elements 114 and 116 
by the user 102a can generate a new spatial orientation 
pattern for the user 102a, whereas the previous spatial 
orientation pattern as depicted in FIG. 3 can be utilized for 
generating the user interfaces that are viewable to the user 
102b and the user 102c. In this regard, the configuration 212 
can be used to display specific user-selected arrangements of 
user interface elements without adjusting global spatial 
relationships between users. 

FIGS. 4A-4C are diagrams that illustrate example tech 
niques for detecting a gaze direction of a user during a 
communication session. For instance, FIG. 4A depicts a top 
view of a gaze direction of the user 102a, FIG. 4B depicts 
a side view of the gaze direction of the user 102a, and FIG. 
4C depicts an example of a device arrangement used to 
detect the gaze direction of the user 102a. 
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Referring to FIGS. 4A and 4B, the horizontal and vertical 
projections of the gaze direction the user 102a are depicted 
along the X-axis and Z-axis of an axis 402, respectively. As 
depicted, a camera 104a associated with the device 104 can 
collect video of the user 102a. The collected video can then 
be used detect gaze angles 430a and 430b, which represent 
angles of projection on the screen of the device 104 corre 
sponding to the horizontal gaZe area 422a and the vertical 
gaZe area 422b. 
The gaze area on the screen of the device 104 represents 

a region on the screen of the display 104 that indicates where 
the user is presently looking. The central point of the gaZe 
area (e.g., central point calculated based on the horizontal 
projection 422a and vertical projection 422b) represents a 
point on the display of the device 104 with greatest likeli 
hood that the user 102a is presently looking at. For instance, 
an associated probability score for each coordinate within 
the gaZe area can be calculated based on a likelihood that the 
coordinate within the gaZe area is a region that the user 102a 
is presently looking at. In some instances, the associated 
probability scores can be calculated based on an initial user 
alignment configuration process where the user 102a pro 
vides user inputs to identify boundary coordinates for the 
gaZe area. In this regard, the gaZe area detection can be made 
user-specific and responsive to individual usage patterns. 

The gaze angles 430a and 430b are determined based on 
various factors such as, for example, the perpendicular 
displacement between the screen of the display 104a and the 
head of the user 102a, the respective coordinate positions of 
the head of the user 102a along the axis 402, and a prediction 
of a field of view of the user 102a based on detecting eye 
locations relative to the screen of the device 104. For 
example, as the perpendicular displacement between the 
screen of the display 104a and the head of the user 102a 
increases, the gaZe angles 430a and 430b can be increased 
to reflect a greater portion of the screen of the device 104 
falling within the field of view of the user 102a. In another 
example, if the user 102a is placed on an angle from the 
screen of the device 104 (e.g., towards the right side of the 
screen), the gaze angles 430a and 430b can be adjusted to 
reflect an angular projection on the screen of the device 104. 

In some instances, a three-dimensional eye model can 
additionally be used to predict the gaze direction of the user 
102a. For example, the three-dimensional eye model can be 
a three dimensional optical structure of the human eye that 
is used as a parameterized model to predict the projections 
of the gaze onto the display of the device 104. 
As described previously with respect to FIGS. 1A and 1B, 

the horizontal gaZe area 422a and vertical gaZe area 422b 
can be used to determine whether the user 102a is presently 
looking at or in the direction of a particular interface element 
(e.g., interface elements 112, and 114) associated with a 
remote user during a communication session. For instance, 
the horizontal gaZe area 422a and the vertical gaZe area 422b 
can be constantly monitored during the communication 
session Such that when the spatial position of the particular 
interface element falls within the gaze area, the device 104 
can determine that the user 102a is presently looking at the 
particular interface element. 
Whenever gaze direction is determined, the system may 

use angle thresholds to determine whether a user is selected 
for a communication, without requiring the user to look 
specifically at the user interface element for the user. For 
example, the user 102a may be considered to have an area 
of interest that is ten degrees or twenty degrees about the 
central axis of the user's field of view. If the spatial position 
for another user is determined to fall within the angular 
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range of this area of interest, the user 102a may be deter 
mined to be gazing in a direction of that user. Similarly, head 
position and body position may indicate interest or focus in 
a particular direction, e.g., by the face or body being oriented 
within a threshold amount from perpendicular to the spatial 
direction, which may be used to determine or confirm a gaZe 
direction. 

Referring now to FIG. 4C, an example of a device 
arrangement used to detect the gaze direction of the user 
102a is depicted. In this example, instead of displaying 
interface elements associated with multiple remote users on 
a single screen of the device 104, multiple devices can be 
used to display interface elements to the user 102a. For 
instance, a device 460 can be used to display the interface 
element 114 associated with the user 102b and a device 470 
can be used to display the interface element 116 associated 
with the user 102C. 

In the example shown in FIG. 4C, the devices 104, 460, 
and 470 can all be equipped with gaze detection modules 
Such that the detection of the gaze direction techniques, as 
described with respect to FIG. 1A and FIGS. 4A-4B, can be 
used to determine whether the user is presently looking at 
one of multiple displays. In such examples, the interface 110 
can display information related to the communication ses 
sion (e.g., a text box for written correspondence between 
participants) while separate interfaces can be displayed for 
each user. 

FIGS. 5A-5C are diagrams that illustrate example user 
interface features that can be used during a communication 
session. For instance, FIG. 5A illustrates an example layout 
of user interface elements on a communication interface, 
FIG. 5B illustrates examples of movable user interface 
elements with adjustable spatial positions, and FIG. 5C 
illustrates an example layout for a communication session 
between groups of multiple users. 

Referring to FIG. 5A, an exemplary interface 510 
includes interface elements 512, 514, 516, and 518 arranged 
near the corners of the interface. The interface elements 512, 
514, 516, and 518 can each be associated with different 
remote users and used to determine whether the gaze direc 
tion of the user that views the interface 510 indicates that the 
user is directing the gaze to one of the interface elements 
512, 514, 516, 518. Although FIG. 5A depicts the interface 
elements 512, 514, 516, and 518 placed near the corners of 
the interface 510, in some implementations, the interface 
elements 512, 514,516, and 518 can be placed in alternative 
arrangements. 

Referring now to FIG. 5B, an exemplary interface 520 
includes an interface element with an adjustable position. 
The interface element can be moved from an initial position 
522a to an adjusted position 522b with the use of a user input 
524. For example, the user input 524 can be a select and drag 
motion using a "click” of a mouse cursor on the interface 
520. In other example where the interface 520 is displayed 
on a touchscreen, the user input 524 can be a touch input 
from a user. 

Referring now to FIG. 5C, an exemplary interface 530 
includes user groups 532 and 534, and an interface element 
536 for a single user. The user groups 532 and 534 can 
include multiple users that each participate in a communi 
cation session. For example, the user groups 532 and 534 
can represent separate company employees during a busi 
ness conference. In some implementations, each user may 
define subgroups of participates of a communication ses 
Sion, and assign different spatial locations to each Subgroup. 
These groups may be dynamically defined or changed, by 
the user or by the system, before or during a communication 
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session. Thus a user may direct private messages to different 
Subgroups of participants at different times. 

In some implementations, the gaze detection techniques 
as described previously, can be used on the interface 530 to 
transmit different audio to individual user groups such as the 
user group 532 or the user group 534. In such implementa 
tions, the interface 530 can include interface elements for 
each group that are used to determine whether the gaze of a 
user coincides with a portion of the user element for each 
group. For example, in response to determining that the gaZe 
of a user is directed to a group interface element, audio can 
be selectively transmitted to each individual user that is 
included within the group. In this regard, the interface 530 
can be used in larger conferences to transmit different audio 
signals to various groups. 

FIG. 6 is a flow diagram that illustrates an example of a 
process 600 for transmitting different audio to remote users 
based on a detected gaze direction. Briefly, the process 600 
can include establishing a communication session between a 
first user and at least two remote users (610), determining a 
special position of the at least two remote users (620), 
detecting audio from the first user (630), determining a gaZe 
direction of the first user (640), evaluating the gaze direction 
of the first user (650), and based on evaluating the gaze 
direction of the first user, transmitting different audio to the 
at least two remote users (660). 

In more detail, the process 600 can include establishing a 
communication session between a first user and at least two 
remote users (610). For instance, the system 200 can estab 
lish a communication session between the device 104 of the 
user 102a, the device 160 of the user 102b, and the device 
170 of the user 102C. The communication session can 
include audio communication between the user 102a, the 
user 102b, and the user 102c. 

In some instances, the communication session between 
the users 102a, 102b, and 102c may be an audio conference 
where audio streams are transmitted between each user 
during the communication. Alternatively, in other instances, 
the communication session may be a video conference 
where video streams are transmitted between each user 
during the communication session. 
The process 600 can include determining a special posi 

tion of the at least two remote users (620). For instance, the 
system 200 can determine, for each of the user 102b and the 
user 102c, a spatial position assigned to the user relative to 
a display viewable to the user 102a. 

In some implementations, the spatial position corresponds 
to an interface element (e.g., the interface elements 112, 114, 
and 116) for each user that participates in the communica 
tion session. In Such implementations, the user interface 
elements may be a video stream of each user, or an icon/ 
avatar associated with each user. 

In some implementations, the spatial positions of the 
remote users may be pre-configured by the configuration 
212 on the server 210 prior to establishing the communica 
tion session. Alternatively, in other implementations, the 
spatial positions may be adjustable such that a user can 
provide user inputs to reconfigure the initial spatial positions 
during the communication session. In these implementa 
tions, the user may additionally have the option to save the 
updated spatial configuration, which can then be used in a 
Subsequent communication session with the same remote 
USCS. 

The process 600 can include detecting audio from the first 
user (630). For instance, the device 104 can detect audio 
from the user 102a during a communication session. 
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The process 600 can include determining a gaze direction 

of the first user (640). For instance, the device 104 can 
determine a gaze direction of the user 102a. In some 
implementations, the gaze direction may be determined by 
the gaze interaction module 104a associated with the device 
104. In Such implementations, the gaze interaction module 
104a may either be a software module operating on the 
device 104 that is configured to utilize the camera of the 
device 104, or a separate device that collects gaze interaction 
data and transmits the collected gaze interaction data to the 
device 104. 
As described previously with respect to FIGS. 4A-4B, the 

gaze direction of the user 102a can be determined based on 
estimating the gaZe angle, and a corresponding horizontal 
gaZe area 422a and vertical gaZe area 422b on the display of 
the device 104. The gaze direction of the user 102a may then 
be determined based on the gaZe area projected onto the 
display of the device 104. 
The process 600 can include evaluating the gaze direction 

of the first user (650). For instance, the gaze interaction 
module 104a can evaluate the gaze direction of the user 
102a with respect to the spatial positions assigned to the user 
102b and the user 102c. The gaze interaction module 104a 
can monitor the gaZe area of the user 102a throughout the 
communication session and determine whether portions of 
the interface elements 112 and 114 fall within the gaze area 
of the user 102a. In some instances, in response to deter 
mining that a portion of a particular interface element is 
within the gaZe area of the user 102a, the gaze interaction 
module 104a may determine that the user 102a is presently 
looking at the remote user associated with the particular 
interface element. 
The process 600 can include, based on evaluating the gaZe 

direction of the first user, transmitting different audio to the 
at least two remote users (660). For instance, based on 
evaluating the gaze direction of the user 102a, the device 
104 can transmit different audio to the device 160 and the 
device 170 during the communication session. 

In some implementations, if the gaze direction of the user 
102a indicates that the user 102a is looking at the interface 
element 112, the device 104 may selectively transmit audio 
of the user 102a to the device of the user 102b, and not 
transmit audio to the device of the user 102c. In such 
implementations, the selective audio transmission may be 
used to only transmit audio to users that the gaze interaction 
module 104a predicts that the user 102a is presently looking 
at. 

Alternatively, in other implementations, the device 104 
may transmit audio of different magnitudes (e.g., different 
volumes) to the device of the user 102b and the device of the 
user 102c based on sizes of the portions of the user element 
114 and the user element 116 that are within the gaze area 
of the user 102a. For example, in Some instances, Scaling 
factors that are correlated with the overlapping area between 
each individual interface element and the gaZe area of the 
user 102a may be used to weight the magnitude of the audio 
that is transmitted to the corresponding devices of the 
remote uSerS. 

FIG. 7 is a block diagram of computing devices 700, 750 
that can be used to implement the systems and methods 
described in this document, as either a client or as a server 
or plurality of servers. Computing device 700 is intended to 
represent various forms of digital computers, such as lap 
tops, desktops, workstations, personal digital assistants, 
servers, blade servers, mainframes, and other appropriate 
computers. Computing device 750 is intended to represent 
various forms of mobile devices, such as personal digital 
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assistants, cellular telephones, Smartphones, and other simi 
lar computing devices. Additionally computing device 700 
or 750 can include Universal Serial Bus (USB) flash drives. 
The USB flash drives can store operating systems and other 
applications. The USB flash drives can include input/output 
components, such as a wireless transmitter or USB connec 
tor that can be inserted into a USB port of another computing 
device. The components shown here, their connections and 
relationships, and their functions, are meant to be exemplary 
only, and are not meant to limit implementations of the 
inventions described and/or claimed in this document. 

Computing device 700 includes a processor 702, memory 
704, a storage device 706, a high-speed interface 708 
connecting to memory 704 and high-speed expansion ports 
710, and a low speed interface 712 connecting to low speed 
bus 714 and storage device 706. Each of the components 
702, 704, 706, 708, 710, and 712, are interconnected using 
various busses, and can be mounted on a common mother 
board or in other manners as appropriate. The processor 702 
can process instructions for execution within the computing 
device 700, including instructions stored in the memory 704 
or on the storage device 706 to display graphical information 
for a GUI on an external input/output device, such as display 
716 coupled to high speed interface 708. In other imple 
mentations, multiple processors and/or multiple buses can 
be used, as appropriate, along with multiple memories and 
types of memory. Also, multiple computing devices 700 can 
be connected, with each device providing portions of the 
necessary operations, e.g., as a server bank, a group of blade 
servers, or a multi-processor System. 
The memory 704 stores information within the computing 

device 700. In one implementation, the memory 704 is a 
Volatile memory unit or units. In another implementation, 
the memory 704 is a non-volatile memory unit or units. The 
memory 704 can also be another form of computer-readable 
medium, Such as a magnetic or optical disk. 
The storage device 706 is capable of providing mass 

storage for the computing device 700. In one implementa 
tion, the storage device 706 can be or contain a computer 
readable medium, Such as a floppy disk device, a hard disk 
device, an optical disk device, or a tape device, a flash 
memory or other similar solid state memory device, or an 
array of devices, including devices in a storage area network 
or other configurations. A computer program product can be 
tangibly embodied in an information carrier. The computer 
program product can also contain instructions that, when 
executed, perform one or more methods, such as those 
described above. The information carrier is a computer- or 
machine-readable medium, such as the memory 704, the 
storage device 706, or memory on processor 702. 
The high speed controller 708 manages bandwidth-inten 

sive operations for the computing device 700, while the low 
speed controller 712 manages lower bandwidth intensive 
operations. Such allocation of functions is exemplary only. 
In one implementation, the high-speed controller 708 is 
coupled to memory 704, display 716, e.g., through a graph 
ics processor or accelerator, and to high-speed expansion 
ports 710, which can accept various expansion cards (not 
shown). In the implementation, low-speed controller 712 is 
coupled to storage device 706 and low-speed expansion port 
714. The low-speed expansion port, which can include 
various communication ports, e.g., USB, Bluetooth, Ether 
net, wireless Ethernet can be coupled to one or more 
input/output devices, such as a keyboard, a pointing device, 
microphone/speaker pair, a scanner, or a networking device 
Such as a Switch or router, e.g., through a network adapter. 
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The computing device 700 can be implemented in a number 
of different forms, as shown in the figure. For example, it can 
be implemented as a standard server 720, or multiple times 
in a group of Such servers. It can also be implemented as part 
of a rack server system 724. In addition, it can be imple 
mented in a personal computer Such as a laptop computer 
722. Alternatively, components from computing device 700 
can be combined with other components in a mobile device 
(not shown), such as device 750. Each of such devices can 
contain one or more of computing device 700, 750, and an 
entire system can be made up of multiple computing devices 
700, 750 communicating with each other. 
The computing device 700 can be implemented in a 

number of different forms, as shown in the figure. For 
example, it can be implemented as a standard server 720, or 
multiple times in a group of Such servers. It can also be 
implemented as part of a rack server system 724. In addition, 
it can be implemented in a personal computer Such as a 
laptop computer 722. Alternatively, components from com 
puting device 700 can be combined with other components 
in a mobile device (not shown), such as device 750. Each of 
Such devices can contain one or more of computing device 
700, 750, and an entire system can be made up of multiple 
computing devices 700, 750 communicating with each 
other. 
Computing device 750 includes a processor 752, memory 

764, and an input/output device such as a display 754, a 
communication interface 766, and a transceiver 768, among 
other components. The device 750 can also be provided with 
a storage device, such as a microdrive or other device, to 
provide additional storage. Each of the components 750, 
752, 764, 754, 766, and 768, are interconnected using 
various buses, and several of the components can be 
mounted on a common motherboard or in other manners as 
appropriate. 
The processor 752 can execute instructions within the 

computing device 750, including instructions stored in the 
memory 764. The processor can be implemented as a chipset 
of chips that include separate and multiple analog and digital 
processors. Additionally, the processor can be implemented 
using any of a number of architectures. For example, the 
processor 710 can be a CISC (Complex Instruction Set 
Computers) processor, a RISC (Reduced Instruction Set 
Computer) processor, or a MISC (Minimal Instruction Set 
Computer) processor. The processor can provide, for 
example, for coordination of the other components of the 
device 750, such as control of user interfaces, applications 
run by device 750, and wireless communication by device 
T50. 

Processor 752 can communicate with a user through 
control interface 758 and display interface 756 coupled to a 
display 754. The display 754 can be, for example, a TFT 
(Thin-Film-Transistor Liquid Crystal Display) display or an 
OLED (Organic Light Emitting Diode) display, or other 
appropriate display technology. The display interface 756 
can comprise appropriate circuitry for driving the display 
754 to present graphical and other information to a user. The 
control interface 758 can receive commands from a user and 
convert them for submission to the processor 752. In addi 
tion, an external interface 762 can be provide in communi 
cation with processor 752, so as to enable near area com 
munication of device 750 with other devices. External 
interface 762 can provide, for example, for wired commu 
nication in Some implementations, or for wireless commu 
nication in other implementations, and multiple interfaces 
can also be used. 
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The memory 764 stores information within the computing 
device 750. The memory 764 can be implemented as one or 
more of a computer-readable medium or media, a volatile 
memory unit or units, or a non-volatile memory unit or units. 
Expansion memory 774 can also be provided and connected 
to device 750 through expansion interface 772, which can 
include, for example, a SIMM (Single In Line Memory 
Module) card interface. Such expansion memory 774 can 
provide extra storage space for device 750, or can also store 
applications or other information for device 750. Specifi 
cally, expansion memory 774 can include instructions to 
carry out or Supplement the processes described above, and 
can include secure information also. Thus, for example, 
expansion memory 774 can be provide as a security module 
for device 750, and can be programmed with instructions 
that permit secure use of device 750. In addition, secure 
applications can be provided via the SIMM cards, along with 
additional information, such as placing identifying informa 
tion on the SIMM card in a non-hackable manner. 

The memory can include, for example, flash memory 
and/or NVRAM memory, as discussed below. In one imple 
mentation, a computer program product is tangibly embod 
ied in an information carrier. The computer program product 
contains instructions that, when executed, perform one or 
more methods, such as those described above. The infor 
mation carrier is a computer- or machine-readable medium, 
such as the memory 764, expansion memory 774, or 
memory on processor 752 that can be received, for example, 
over transceiver 768 or external interface 762. 

Device 750 can communicate wirelessly through commu 
nication interface 766, which can include digital signal 
processing circuitry where necessary. Communication inter 
face 766 can provide for communications under various 
modes or protocols, such as GSM voice calls, SMS, EMS, 
or MMS messaging, CDMA, TDMA, PDC, WCDMA, 
CDMA2000, or GPRS, among others. Such communication 
can occur, for example, through radio-frequency transceiver 
768. In addition, short-range communication can occur. Such 
as using a Bluetooth, WiFi, or other such transceiver (not 
shown). In addition, GPS (Global Positioning System) 
receiver module 770 can provide additional navigation- and 
location-related wireless data to device 750, which can be 
used as appropriate by applications running on device 750. 

Device 750 can also communicate audibly using audio 
codec 760, which can receive spoken information from a 
user and convert it to usable digital information. Audio 
codec 760 can likewise generate audible sound for a user, 
Such as through a speaker, e.g., in a handset of device 750. 
Such sound can include sound from Voice telephone calls, 
can include recorded sound, e.g., voice messages, music 
files, etc. and can also include Sound generated by applica 
tions operating on device 750. 

The computing device 750 can be implemented in a 
number of different forms, as shown in the figure. For 
example, it can be implemented as a cellular telephone 480. 
It can also be implemented as part of a Smartphone 782, 
personal digital assistant, or other similar mobile device. 

Various implementations of the systems and methods 
described here can be realized in digital electronic circuitry, 
integrated circuitry, specially designed ASICs (application 
specific integrated circuits), computer hardware, firmware, 
Software, and/or combinations of Such implementations. 
These various implementations can include implementation 
in one or more computer programs that are executable 
and/or interpretable on a programmable system including at 
least one programmable processor, which can be special or 
general purpose, coupled to receive data and instructions 
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from, and to transmit data and instructions to, a storage 
system, at least one input device, and at least one output 
device. 

These computer programs (also known as programs, 
Software, Software applications or code) include machine 
instructions for a programmable processor, and can be 
implemented in a high-level procedural and/or object-ori 
ented programming language, and/or in assembly/machine 
language. As used herein, the terms “machine-readable 
medium” “computer-readable medium” refers to any com 
puter program product, apparatus and/or device, e.g., mag 
netic discs, optical disks, memory, Programmable Logic 
Devices (PLDs), used to provide machine instructions and/ 
or data to a programmable processor, including a machine 
readable medium that receives machine instructions as a 
machine-readable signal. The term “machine-readable sig 
nal refers to any signal used to provide machine instruc 
tions and/or data to a programmable processor. 
To provide for interaction with a user, the systems and 

techniques described here can be implemented on a com 
puter having a display device, e.g., a CRT (cathode ray tube) 
or LCD (liquid crystal display) monitor for displaying 
information to the user and a keyboard and a pointing 
device, e.g., a mouse or a trackball by which the user can 
provide input to the computer. Other kinds of devices can be 
used to provide for interaction with a user as well; for 
example, feedback provided to the user can be any form of 
sensory feedback, e.g., visual feedback, auditory feedback, 
or tactile feedback; and input from the user can be received 
in any form, including acoustic, speech, or tactile input. 
The systems and techniques described here can be imple 

mented in a computing system that includes a back end 
component, e.g., as a data server, or that includes a middle 
ware component, e.g., an application server, or that includes 
a front end component, e.g., a client computer having a 
graphical user interface or a Web browser through which a 
user can interact with an implementation of the systems and 
techniques described here, or any combination of Such back 
end, middleware, or front end components. The components 
of the system can be interconnected by any form or medium 
of digital data communication, e.g., a communication net 
work. Examples of communication networks include a local 
area network (“LAN), a wide area network (“WAN”), and 
the Internet. 
The computing system can include clients and servers. A 

client and server are generally remote from each other and 
typically interact through a communication network. The 
relationship of client and server arises by virtue of computer 
programs running on the respective computers and having a 
client-server relationship to each other. 
A number of embodiments have been described. Never 

theless, it will be understood that various modifications can 
be made without departing from the spirit and scope of the 
invention. In addition, the logic flows depicted in the figures 
do not require the particular order shown, or sequential 
order, to achieve desirable results. In addition, other steps 
can be provided, or steps can be eliminated, from the 
described flows, and other components can be added to, or 
removed from, the described systems. Accordingly, other 
embodiments are within the scope of the following claims. 

What is claimed is: 
1. A method performed by one or more electronic devices, 

the method comprising: 
establishing a communication session between a device of 

a first user and devices of at least two remote users, the 
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communication session including at least audio com 
munication between the first user and the at least two 
remote users; 

determining, for each of the at least two remote users, a 
spatial position assigned to the remote user relative to 
a display viewable by the first user; 

detecting, by the device of the first user, audio from the 
first user; 

determining a gaze direction of the first user; 
evaluating the gaze direction of the first user with respect 

to the spatial positions assigned to the at least two 
remote users; and 

based on evaluating the gaze direction with respect to the 
spatial positions assigned to the remote users, trans 
mitting different audio to the devices of the at least two 
remote users during the communication session. 

2. The method of claim 1, wherein transmitting different 
audio to each of the at least two remote users comprises 
selectively transmitting the detected audio from the first user 
to the devices of the at least two remote users based on the 
evaluation. 

3. The method of claim 1, wherein transmitting different 
audio to the devices of the at least two remote users 
comprises transmitting the audio from the first user Such that 
the devices of the at least two users receive the audio from 
the first user at different volume levels. 

4. The method of claim 1, wherein transmitting different 
audio to each of the at least two remote users comprises: 

transmitting the detected audio from the first user to the 
device of one of the at least two remote users based on 
the evaluation; and 

not transmitting the detected audio to devices of the other 
users of the at least two remote users based on the 
evaluation. 

5. The method of claim 1, wherein determining a gaze 
direction of the first user comprises determining an eye 
position and a head position of the first user relative to the 
display. 

6. The method of claim 1, further comprising displaying, 
on the display viewable by the first user, a user interface 
element for each of the at least two remote users, the 
locations of the user interface elements for the at least two 
remote users corresponding to the spatial positions assigned 
to the at least two remote users. 

7. The method of claim 6, wherein evaluating the gaze 
direction of the first user with respect to the spatial positions 
assigned to the at least two remote users comprises deter 
mining that the gaze of the first user is directed toward a 
portion of the display that includes the user interface ele 
ment for a particular remote user of the at least two remote 
USCS. 

8. The method of claim 7, comprising determining, for a 
particular remote user of the at least two remote users, a 
Scaling factor based on a distance between the gaze direction 
and the user interface element for the particular remote user; 
and 

wherein transmitting different audio to the devices of the 
at least two remote users comprises transmitting, to the 
device of the particular remote user, detected audio 
from the first user having a volume scaled according to 
the scaling factor. 

9. The method of claim 6, comprising: 
determining that the gaze of the first user is directed away 

from a particular user element for a particular remote 
user of the at least two remote users; and 

based on determining that the gaze of the first user is 
directed away from the user element for a particular 
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remote user of the at least two remote users, restricting 
transmission of audio from the first user Such that audio 
detected from the first user while the first user is 
looking away from the particular user element is not 
transmitted to the particular remote user. 

10. The method of claim 6, wherein the user interface 
element for a particular remote user of the at least two 
remote users is a video stream of the particular remote user. 

11. The method of claim 1, wherein the communication 
session between the first user and the at least two remote 
users is a video conference. 

12. The method of claim 1, wherein the spatial position 
assigned to the remote user is adjustable by the first user. 

13. A system comprising: 
one or more electronic devices; and 
one or more non-transitory machine-readable media 

coupled to the one or more electronic devices, the one 
or more non-transitory machine-readable media having 
instructions stored thereon, which, when executed by 
the one or more electronic devices, cause the one or 
more electronic devices to perform operations compris 
ing: 
establishing a communication session between a device 

of a first user and devices of at least two remote 
users, the communication session including at least 
audio communication between the first user and the 
at least two remote users; 

determining, for each of the at least two remote users, 
a spatial position assigned to the remote user relative 
to a display viewable by the first user; 

detecting, by the device of the first user, audio from the 
first user; 

determining a gaze direction of the first user; 
evaluating the gaze direction of the first user with 

respect to the spatial positions assigned to the at least 
two remote users; and 

based on evaluating the gaze direction with respect to 
the spatial positions assigned to the remote users, 
transmitting different audio to the devices of the at 
least two remote users during the communication 
session. 

14. The system of claim 13, wherein transmitting different 
audio to each of the at least two remote users comprises 
selectively transmitting the detected audio from the first user 
to the devices of the at least two remote users based on the 
evaluation. 

15. The system of claim 13, wherein transmitting different 
audio to the devices of the at least two remote users 
comprises transmitting the audio from the first user Such that 
the devices of the at least two users receive the audio from 
the first user at different volume levels. 

16. The method of claim 13, wherein transmitting differ 
ent audio to each of the at least two remote users comprises: 

transmitting the detected audio from the first user to the 
device of one of the at least two remote users based on 
the evaluation; and 

not transmitting the detected audio to devices of the other 
users of the at least two remote users based on the 
evaluation. 

17. The system of claim 13, further comprising display 
ing, on the display viewable by the first user, a user interface 
element for each of the at least two remote users, the 
locations of the user interface elements for the at least two 
remote users corresponding to the spatial positions assigned 
to the at least two remote users. 

18. One or more non-transitory machine-readable storage 
devices storing instructions that, when executed by one or 
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more processors of one or more electronic devices, cause the 
one or more electronic devices to perform operations com 
prising: 

establishing a communication session between a device of 
a first user and devices of at least two remote users, the 
communication session including at least audio com 
munication between the first user and the at least two 
remote users; 

determining, for each of the at least two remote users, a 
spatial position assigned to the remote user relative to 
a display viewable by the first user; 

detecting, by the device of the first user, audio from the 
first user; 

determining a gaze direction of the first user; 
evaluating the gaze direction of the first user with respect 

to the spatial positions assigned to the at least two 
remote users; and 
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based on evaluating the gaze direction with respect to the 

spatial positions assigned to the remote users, trans 
mitting different audio to the devices of the at least two 
remote users during the communication session. 

19. The one or more non-transitory computer-readable 
storage devices of claim 18, wherein transmitting different 
audio to each of the at least two remote users comprises 
selectively transmitting the detected audio from the first user 
to the devices of the at least two remote users based on the 
evaluation. 

20. The one or more non-transitory computer-readable 
storage devices of claim 18, wherein transmitting different 
audio to the devices of the at least two remote users 
comprises transmitting the audio from the first user Such that 
the devices of the at least two users receive the audio from 
the first user at different volume levels. 
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